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Abstract. Several decades of work in both philosophy and psychology acutely highlights our limitations 

as individual inquirers. One way to recognize these limitations is to defer to experts: roughly, to form 

one’s beliefs on the basis of expert testimony. Yet, as has become salient in the age of Brexit, Trumpist 

politics, and climate change denial, people are often mistrustful of experts, and unwilling to defer to 

them. It’s a trope of highbrow public discourse that this unwillingness is a serious pathology. But to 

what extent is this trope accurate? Answering this requires us to settle both a normative question—

under exactly what conditions ought we to defer to experts?—and an empirical question—under what 

conditions are people willing to defer to experts? The first question has been investigated primarily by 

philosophers; the second, primarily by psychologists. Yet there is little work integrating these literatures 

and putting together their results. The aim of this review article is to begin this task, enabling us to 

begin reaching conclusions about how much real practices of deference diverge from the ideal. We 

present an opinionated guide to relevant work from both philosophy and psychology, and note places 

where the literature has important gaps.  

 

Keywords: deference to experts; epistemic autonomy; epistemic authority; trust in experts; philosophy 

of expertise; psychology of expertise 

0. Introduction 

 
There is a long and venerable intellectual tradition that stresses the value of intellectual autonomy—

of figuring things out for oneself. Yet several decades of work in both philosophy and psychology, as 
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well as much of our everyday experience, acutely highlight our limitations as individual inquirers.1 

These limitations only increase in magnitude and importance in the context of our modern 

“infodemic” of (mis)information (World Health Organization, 2020), and as our social and intellectual 

world becomes increasingly complex and contested. The investigation of many modern 

controversies—for example, climate change, vaccine efficacy, or genetically modified organisms—

requires background knowledge, skill, and resources that no one person has on their own. Very 

plausibly, to fail to recognize these limitations is to fail to evince appropriate intellectual humility—

which, on a popular account, consists in “proper attentativeness to, and owning of, one’s intellectual 

limitations” (Whitcomb et al. 2017: 520). 

 

By contrast, one way to recognize these limitations—and thus, to display intellectual humility and to 

inquire more responsibly—is to appropriately defer to experts: that is, roughly, to form one’s beliefs 

on the basis of expert testimony. Almost by definition, experts about some matter tend to possess 

more relevant knowledge and evidence than laypeople, and have greater capacity to correctly interpret 

it. When people are willing to defer to experts, rather than try to figure things out on their own, they 

(often) evince recognition of these advantages.  

 

Yet, as has become especially salient in the age of Brexit, Trumpist politics, climate change denial, and 

more, people are often mistrustful of experts, and unwilling to defer to them. It’s a trope of highbrow 

public discourse that this unwillingness to defer to experts is a serious pathology of contemporary 

society. But to what extent is this trope accurate? Answering that question requires us to settle at least 

two further questions, one normative and one empirical. The normative question is this: under exactly 

what conditions ought we to defer to experts? And the empirical question is this: under what conditions 

are people willing, or unwilling, to defer to experts? Only when we are in a position to answer both of 

these questions in detail can we see the extent to which laypeople’s actual practices diverge from what 

is ideal. 

 

Since the first question is normative, it has been investigated primarily by philosophers; since the 

second question is empirical, it has been investigated primarily by social scientists, especially 

psychologists. Yet to the best of our knowledge, there is little to no work attempting to systematically 

integrate these two literatures and put together their results. The aim of this review article is to begin 

the task of doing this, in the hope of enabling us to start to reach conclusions about the extent to 

which real practices of deference diverge from the ideal. We present a comparative guide to existing 

work from both philosophy and psychology relevant to our topic, and note places where the literature 

has important gaps yet to be filled. In general, where there is controversy in the literature (either 

normative or empirical), we have not attempted to take a definitive stance but to present the competing 

views and to summarize some of the more important considerations that have been offered in favor 

 
Acknowledgments. We gratefully acknowledge a subgrant from the Humility in Inquiry Project, itself funded by a grant 
from the John Templeton Foundation, that funded work on this paper. We also thank participants at the 2024 Humility 
in Inquiry Grant Integration Workshop in San Diego for helpful comments and feedback. 
1 See the essays in Ballantyne & Dunning (2022) for a recent overview. 
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of them. Likewise, we acknowledge concerns about the replicability, universality, and theory crises in 

psychological research, and that these can call into question findings and inferences from some studies 

cited here (cf. Greene, 2022; Hutmacher & Franz, 2024). That said, we find the psychological evidence 

presented here useful and directionally informative, if not definitive.  

 

We will structure our approach by considering a range of variables that may affect the (normative) 

propriety and/or the (empirical) prevalence of deference to experts. But first, we need some 

conceptual preliminaries; specifically, to understand what the various literatures have in mind by 

‘deference’ and by ‘experts.’ 

 

1. Clarifying the topic 

 

a) What is deference? 

 

Above, we roughly characterized deference to experts in terms of forming beliefs on the basis of 

expert testimony2—presumably, we can add, on the topic on which they are an expert. But this is 

vague, since someone can form a belief partly on the basis of experts’ testimony and partly on the basis 

of other considerations. So, there is a question about how much of a role the expert testimony must 

play in a belief-forming process for it to be aptly characterized as a case of deference. 

 

As a belief-forming process, deference to experts is supposed to contrast with trying to figure 

something out “for oneself”—with, in a recent slogan, “doing one’s own research.” And part of the 

reason for deferring rather than doing one’s own research is that one recognizes one’s own limitations 

in assessing complex data and evidence, and the experts’ superiority in doing so.3 Thus, merely taking 

expert testimony into account as one (perhaps minor) source of evidence among many is insufficient 

to count as deferring—even if one happens to arrive at the same view as the expert. One must arrive 

at this view because one afforded the expert testimony considerable weight. 

 

Some philosophers have argued that one ought to defer to experts in a very strong sense of ‘defer’, 

whereby one entirely sets aside one’s own judgments about the topic under consideration, and does not 

 
2 Notice that we are talking of deference to an expert’s testimony rather than deference to their judgments or beliefs. 
Presumably in most cases we defer to expert testimony because we expect it to be a good proxy for the expert’s judgments 
or beliefs, which we expect to be reliable. But forming a belief on the basis of expert testimony would still count as 
deference even if the testimony does not, as it turns out, reflect the expert’s genuine beliefs. Indeed, there may even be 
some cases where we can expect an expert’s testimony to be reliable even if they do not believe it (Lackey 2007). Hence, 
deference need not always be deference to an expert’s judgment or beliefs. (Thanks to an anonymous referee here.)  A 
trickier question is whether deference need always be deference to testimony. Perhaps there are some cases where we 
have access to an expert’s judgment by means other than their testimony, and we can also be thought of deferring to 
them in these cases. If so, then deference could be understood as forming a belief on the basis of an expert’s testimony 
and/or on the basis of their judgments (or other proxies for their judgments). For simplicity, we will just talk of deferring 
to expert testimony here, but readers can substitute this more complex characterization throughout if they prefer. 
3 For recent epistemological discussions of the “do your own research” slogan and its pitfalls, see Levy 2022; Ballantyne 
et al. 2024. 
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even try to gather or evaluate any (first-order4) data and evidence about it oneself—instead, quasi-

automatically believing whatever the experts say (Huemer 2005; Zagzebski 2012; Constantin & 

Grundmann 2020; Grundmann 2021). This is often called the “preemption” view, because its 

proponents typically claim that expert testimony “screens off” or “preempts” any other evidence that 

laypeople might otherwise have, in effect neutralizing its normative force. Consequently, on this view, 

it would be a mistake to try to weigh the expert testimony against other reasons one has about the 

matter under consideration. But other philosophers have objected that the preemption view counsels 

believing the testimony of experts too uncritically. In its place they offer the “total evidence” view, 

according to which, though expert testimony should be afforded significant weight, it should still be 

assessed and weighed against the background of one’s other evidence (Lackey 2018; Dormandy 2018; 

Jäger 2016).  

 

We will not try to resolve the normative debate between the preemption and total evidence views 

here. Our interest in this section is in how to define the notion of ‘deference’. Regardless of whether 

the preemption view is correct, we do not want to say that only the very strong kind of deference 

counselled by the preemption view definitionally counts as deference. Instead, we will require only that 

the expert’s testimony is afforded “considerable weight.” Our working definition, then, is this: 

 

Deference to an expert (more precise definition). A process of inquiry whereby one comes to 

believe the content of an expert’s testimony because one affords the fact that the expert testified 

to it considerable weight.  

The weight in question here is evidential weight. Though affording the expert’s testimony considerable 

evidential weight needn’t involve completely setting aside all of one’s other reasons, it will involve 

taking the expert’s testimony to be capable of outweighing many (apparent) competing considerations. 

Hence, it will also involve having some disposition to discount one’s own judgments and not to get too 

deep into evaluating the (first-order) evidence for oneself.5 

 

A crucial feature of deference to experts as we’ve defined it is that it is not merely an outcome where 

one’s beliefs end up matching those that the experts espouse, but a process of inquiry (broadly construed6) 

that leads toward this outcome—one whereby one ends up with these beliefs (roughly) because the 

experts espouse them. Relatedly, deferring to an expert is distinct from listening to their arguments, 

 
4 As distinct from the evidence provided by the expert’s testimony itself. 
5 This is of course still somewhat imprecise as to exactly how much weight one must afford the expert’s testimony to 
count as deferring. This is perhaps tolerable, since deference plausibly comes in degrees—one can be more or less 
deferential to an expert depending on how much weight one assigns to an expert’s judgment. However, one proposal 
that would make it somewhat more precise is that one must be treating the expert’s testimony that p as giving one 
sufficient reason to believe p, at least in the case at hand. This is compatible with the possibility that under other 
conditions—such as ones where there are extremely strong countervailing reasons, or where there are strong 
independent reasons to distrust the expert—one would not take it as sufficient; hence, it is still not quite as strong as the 
kind of deferential attitude that the preemption view seems to counsel.  
6 Of course, it is not the sort of inquiry involved in doing one’s research, where one gathers and evaluates first-order 
evidence for oneself. 
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evaluating these arguments for oneself, and being persuaded to agree.7 Deference involves believing 

something because an expert testifies to it, and this does not require understanding or trying to evaluate 

the expert’s reasons and arguments. All of this is important because it shows that existing empirical 

studies of mere alignment between the (espoused) views of laypeople and experts don’t suffice to reveal 

whether laypeople defer to experts in our sense.  

 

It is also important to distinguish deference to experts from the related but nevertheless distinct 

phenomenon of trust in experts. On most accounts, trust is an attitude that one takes toward the person 

or institution trusted (Jones 1996; Hawley 2014; Ngyuen 2022). By contrast, again, we are 

understanding deference as an inquiry-oriented activity or process of belief-formation. Thus, trust and 

deference are distinct in that trust causes or perhaps disposes one to defer, whereas deference is the 

manifestation of this disposition.8 Consequently, one might in principle trust someone even if one never 

has occasion to defer to them.  

 

b) What is an expert? 

 

Following Worsnip (forthcoming), we can distinguish “reliability” and “status” conceptions of 

expertise.9 On the reliability conception, being an expert is a matter of being objectively more reliable 

(i.e. more likely to be right) than laypeople with respect to a particular domain or field of inquiry. On 

the status conception of expertise, by contrast, experts are those who have been accorded status as an 

authority on a topic—for example, through recognized credentials such as higher degrees, job titles, 

or being regularly consulted by the media on the topic in question.  

 

We are not aware of any work systematically investigating how ordinary people deploy the concept of 

an ‘expert’, but anecdotally, both the reliability and status conceptions of expertise seem to be 

operative in everyday language on different occasions. Consider how someone skeptical of official 

authorities might either say “I don’t trust the experts” or “those people aren’t really experts,” 

describing the very same people on both occasions. In the first usage, they employ the status 

conception—it can be paraphrased as “I don’t trust the people with the status of being experts”—whereas 

in the second, they employ the reliability conception—it can be paraphrased as “those people aren’t 

really genuinely reliable experts”. Experts in the status sense might be referred to as ‘so-called experts’, 

whereas ‘experts’ in the reliability sense might be referred to as ‘true experts’ (hence, those who are 

thought not to be experts in the reliability sense might be said not to be ‘true experts’). 

 

Both conceptions of expertise create problems for the simple advice that we should (always) defer to 

experts. The reliability conception makes it almost trivially true that deference to experts is a good 

 
7 Though there can be cases somewhat intermediate between the two, where one listens to the arguments to some extent 
but lends them more credence because they come from an expert. Thanks to an anonymous referee here. 
8 Unsurprisingly, empirical work suggests that when people hear conflicting claims from scientific experts, they agree 
more with the expert who seems more trustworthy to them (Gottschling et al., 2020). 
9 See Watson (2021, chapter 6) for another discussion of this distinction in terms of ‘objective’ and ‘reputational’ 
accounts of expertise. See also Grundmann (2018) for a finer-grained typology of expertise. 
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method of forming true beliefs. However, as we will explain in §2b, it can be very hard for laypeople 

to determine who is an expert in the reliability sense, which makes it hard for laypeople to follow the 

prescription to defer to experts in the reliability sense. On the other hand, it is much easier for 

laypeople to identify experts in the status sense (Anderson 2011), but it is much less obvious that 

deference to status experts is a good method of forming true beliefs, given that some research suggests 

that status can track numerous irrelevant factors such as physical attractiveness and social dominance 

(Kalick, 1988; Rahal et al., 2021). 

 

It is important for work on deference to experts to specify whether it is employing the status or the 

reliability (or some other) conception, both so as to be clear about what follows from empirical 

findings and to avoid different authors talking past each other. For our purposes, we prefer to employ 

the status conception of expertise, as we think it opens up more productive lines of inquiry on our 

central empirical and normative questions. On the empirical side, it is easier for researchers to identify 

and classify status experts so as to empirically test whether people are willing to defer to them. On the 

normative side, precisely because it doesn’t make deference to experts an obvious good in all 

situations, employing the status conception also allows us to open up interesting, non-obvious 

normative questions about under what conditions we are justified in refusing to defer to experts. 

 

It is worth noting that on both conceptions, expertise is a domain-specific notion—one is an expert 

relative to a field of inquiry. However, often the boundaries of different subfields are not so clear-cut, 

and one may sometimes count as an expert (relative to laypeople) in fields that are adjacent to one’s 

field of expertise. (For example, an oncologist is likely more knowledgeable than a layperson on simple 

questions in internal medicine.) Moreover, many questions of public interest seem to be hybridized 

questions, i.e., questions whose investigation requires combining evidence and methods across different 

fields (Ballantyne 2019a). In such cases, it may be hard to identify who the relevant experts are to 

whom one ought to defer. Moreover, with many complex policy issues, natural-scientific questions 

are intertwined with social-scientific ones. For example, pandemic policy debates (for example, about 

masking laws or vaccine mandates) turn both on natural-scientific questions in immunology and on 

social-scientific questions about, for example, which measures might be most likely to induce 

compliance among the general population. The difficulty in identifying a single clear domain of 

expertise for many issues of public relevance gives rise to the threat of epistemic trespassing: the worry 

that an expert in one field may cross into another domain where they lack the relevant expertise, and 

nonetheless make confident recommendations for laypeople to follow (Ballantyne 2019a). 

2. Variables affecting the propriety and prevalence of deference to experts 

Having clarified our subject-matter, we now turn to a survey of a number of variables that may affect 

either the (normative) propriety or the (empirical) prevalence of deference to experts. For each, we will 

attempt to integrate and compare work on the former and latter issue. 

 

a) Laypeople’s competence and capacities  
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We begin with the competence10 and capacities of the layperson who is (or is not) deferring. This 

includes (among other things) their prior knowledge relevant to a specific domain, their capacity to 

identify and gather (first-order) evidence in this domain, their competence in assessing that evidence 

and what it indicates, and their capacity to resist bias distorting their reasoning. 

Intuitively, competence is clearly relevant to the propriety or rationality of deference. It stands to 

reason that other things equal, the less competent a layperson is with a topic, the more need they have 

to defer to experts on it.11 However, it’s worth noting that on the “preemption” view of rational 

deference (§1a), as long as the gap between the expert and the layperson is wide enough—as long as 

the expert is sufficiently more competent or reliable than the layperson—the precise degree of 

competence of the layperson is irrelevant to the degree to which they should defer to the expert. For, 

on this view, regardless of exactly how competent the layperson is, they should defer entirely to the 

expert, setting their own reasons completely aside. By contrast, on the total evidence view, the 

layperson can afford some weight to their own reasons and judgments, and plausibly, this weight 

should increase gradually as their competence and knowledge increases. 

Interestingly, though, the limited social-scientific literature available suggests that a less intuitive 

relationship may hold: that is, the less educated laypeople are, the less likely they are report a tendency 

to defer to experts (Brossard & Nisbet 2007). This is the case even though laypeople, on average, do 

recognize that their own understanding is somewhat less than that of experts (Vaupotic et al., 2022). 

What explains this? To begin with, people in general are prone to overestimate their own competence 

and underestimate their susceptibility to bias—and hence, their competence relative to that of 

experts.12 This overestimation can come from many sources. For example, when scientific arguments 

are written in ways that are accessible to non-scientists, people are more likely to overestimate their 

knowledge, and less likely to defer to experts; this is known as the “comprehensibility effect” (Scharrer 

et al., 2014). Motivated reasoning—that is, the effect when one’s reasoning is subconsciously biased 

by a desire; in this case, the desire to believe that one is competent—may also have a role to play in 

people’s overestimation of their competence (Kunda & Sanitioso 1989; Dunning et. al. 1989). 

Moreover, some research supports the claim, known as the “Dunning-Kruger effect”, that those who 

lack competence are more likely to overestimate their competence (Dunning 2011).13 This may help 

to explain why those who lack competence are less likely to defer.  

 
10 In the psychological literature, ‘competency’ is often used to describe the state of people who are in pursuit of 
expertise—i.e., having competency is a state intermediate between being a novice and an expert (Alexander 2003). We 
are talking about laypeople who are not becoming experts and have no intention of doing so; thus we have used the 
term ‘competence’ to avoid confusion. 
11 At least, assuming that they cannot or will not simply develop the relevant competence. In other words, holding fixed a 
person’s level of competence, less competence results in more need to defer. Thanks to an anomnymous referee for 
pushing us to clarify this. 
12 For a sample of the vast literature, see Ahlstrom-Vij 2013 and Ballantyne 2015. 
13 Though there has been recent controversy over whether this effect is real. See Gignac & Zajenkowski (2020) for 
concerns about it, and Dunkel et. al. (2023) for a qualified defense of it. See also Lackner et al. (2023) for a study 
suggesting that the relationship between knowledge and confidence is curvilinear, with people with intermediate levels of 
science knowledge being the most overconfident. 
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Thus, what matters to the likelihood of deference is not just the competence and knowledge a 

layperson has on a given subject, but also whether they have accurate self-perceptions of their competence 

and knowledge, and whether and how well their knowledge applies to a particular issue in a particular 

context (Barzilai & Chinn, 2018). Indeed, the ability to accurately assess one’s own competence and 

knowledge (or lack thereof) is itself a kind of competence—or, in the nice phrase of Barzilai and Chinn 

(2018), an “epistemic meta-competence.” It stands to reason that those who lack this meta-

competence will be less likely to defer, or at least less likely to defer appropriately.  

Moreover, appropriate deference to experts requires a number of other traits and abilities that are 

themselves best thought of as capacities or competences. First, it requires capacities to identify and 

control a variety of biases related to one’s identity and self-concept, and to avoid and manage the 

threats to one’s self-perception that can arise from deference. Ballantyne (2023) has argued that 

intellectual humility in general requires that people inhibit self-oriented motives in favor of an 

orientation toward reality and evidence. This type of inhibition is part of self-regulation, which is a set 

of knowledge, skills, and dispositions to activate, maintain, and refine goal-pursuit via active 

management of one’s cognitive, motivational, emotional, and behavioral responses and actions 

(Greene et al., 2024). With respect to deference to experts in particular, Ballantyne has suggested that 

self-regulation is needed to inhibit temporary inclinations to “be knowledgeable” or “act like a well-

educated person” in favor of a less egoistic but more reliable process for discerning truth.   

Second, and relatedly, Koestner et al (1999) found that the way people conceive of autonomy affects 

their propensity to follow experts’ advice when warranted. Some people have a “reactive” view of 

autonomy, on which it consists in being free of influence by others. On this conception, deference to 

experts is, by definition, not autonomous. Others have a reflective view of autonomy, on which 

autonomous decisions are guided by one’s own values. This conception of autonomy makes more 

room for autonomous deference to experts, provided the decision to defer is itself made of one’s own 

free will. Koestner and colleagues found that reflective autonomy predicted following experts’ advice 

when warranted, whereas reactive autonomy predicted ignoring that advice. If we construe having a 

sophisticated, reflective view of autonomy as a capacity (in a broad sense), then it is another capacity 

that promotes deference to experts. 

Third, appropriate deference requires at least some competence to determine which experts to defer 

to. These decisions require second-order evaluation strategies such as evaluating sources for reliability 

and trustworthiness (Bromme et al., 2015). As we will explore shortly in §2b, reliable experts may 

sometimes be hard to identify, and one may need some level of expertise oneself to effectively assess 

experts’ track records. Again, this might help to explain why those with less competence—at least of 

a certain kind—will defer less often, and less appropriately. 

In sum, there is a significant divergence between plausible normative ideals about how competencies 

and capacities should affect deference and the reality of how laypeople do defer (at least judging by our 

current empirical evidence). Thus, in addition to the need for more research regarding how laypeople’s 

competencies and capacities affect their ability to make rational choices about whether and how much 
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to defer, additional scholarship is needed on how to help people refine and improve their competences 

and capacities for better deference decision-making. 

 

b) The competence of the expert 

 
Let us now turn from the competence of the layperson deferring, and toward the competence of the 

expert being deferred to, and how this affects the propriety and prevalence of deference. Again, this 

competence includes prior knowledge, capacity to identify and gather evidence, competence in 

assessing evidence, and capacity to resist bias. A good proxy for expert competence is susceptibility 

to error, and there is some psychological work on what explains experts’ susceptibility to error (or lack 

of) in cases where this susceptibility to error is clearly measurable (e.g. Shanteau 1992; Kahneman & 

Klein 2009). In the context of deference, however, the key question is whether (and when) lay people 

are able to reliably assess the competence of experts. Just as it is highly intuitive that laypeople 

normatively ought to defer more the less competent they are, it is also highly intuitive that laypeople 

ought to defer more the more competent the expert is. However, this prescription is unhelpful without 

some way for laypeople to assess expert competence. 

 

Research finds that laypeople do make quick and confident judgments of expert competence (Thon 

& Jucks 2017). However, one might wonder whether these judgments are, or even can be, well-

founded. In a classic paper, Goldman (2001) lays out criteria for laypeople to look to in determining 

which experts are competent or, more broadly, reliable.14 These criteria include the quality of experts’ 

arguments, experts’ past track records, experts’ biases, and appraisals of experts by “meta-experts” 

who tell us which experts are most reliable (Goldman 2001: 93; see also Anderson 2011). Subsequent 

literature, however, has raised a number of problems about the extent to which laypeople can use 

these criteria to make informed judgments about expert competence (Millgram 2015: ch. 1 appendix 

A; Guerrero 2016; Ballantyne 2019b; Brennan 2020; Nguyen 2020; Levy 2022: 110-122). We will 

illustrate the problems by taking Goldman’s criteria one by one. 

 

First criterion: quality of experts’ arguments 

As we saw in §1a, the prescription to defer to experts gains much of its force from the fact that 

laypeople are often not sufficiently competent to evaluate the first-order data and evidence for 

themselves. But assessing the “quality of experts’ arguments” seems very close to evaluating whether 

the first-order data and evidence really does support their views—precisely what those who need to 

defer to experts are not able to do effectively. As such, reasons to be suspicious of laypeople’s capacity 

to assess that first-order evidence largely carry over to their assessments of experts’ arguments. This 

 
14 Though this section will consider various criteria for assessing the reliability of experts, this does not amount to 
reverting to a reliability conception of expertise (§1b). We are still using the word ‘expert’ to refer to someone with a status 
of the expert. Nevertheless, one can ask, of any (status) expert, whether they are reliable. And the reliability of (status) 
experts might be one factor that affects the prevalence or propriety of deferring to them—if we can assess this reliability 
effectively. Someone employing the reliability conception of expertise could reframe what we say in this section not as 
raising questions about whether we can accurately assess experts’ reliability, but rather about whether we can accurately 
determine who is an expert. 
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is intensified given that sound scientific reasoning is often nevertheless counterintuitive to the lay 

hearer (Young et al. 2018).  

Goldman suggests that laypeople can at least assess how much experts have to say in favor of 

their views and how readily they seem to be able to rebut objections. But these surface phenomena 

are very imperfect guides to the actual quality of the experts’ arguments. This is a good reason for 

experts to sometimes decline to “debate” non-experts—as, for example, when vaccine scientist Peter 

Hotez refused the invitation of Joe Rogan to debate Robert F. Kennedy, Jr. about vaccines. When 

laypeople have no way of assessing the evidential well-foundedness of competing claims, it is too easy 

for a talented debater who has the less well-supported side of the argument to come off as “winning” 

or at least forcing a “tie” simply by being able to generate some counterclaim in response to everything 

that is said, and by sounding confident and slick. 

 

Second criterion: experts’ track-records 

 

The tendency to pay attention to past accuracy emerges early in development, as children face the 

developmental dilemma of relying on others to learn information about the world. For example, 

children are less likely to learn a new word from an adult who previously labelled an object incorrectly 

(e.g., labelling a ball a “shoe”) compared to an adult with a record of accuracy (Koenig et al., 2004). 

This general sensitivity to past success persists in adulthood, as individuals attempt to distinguish 

between competent and incompetent experts based on their past reliability (Shanteau et al. 2002, Weiss 

& Shanteau 2003). 

However, several problems may impede the ability of laypeople to form accurate impressions 

of an expert’s track record. First and foremost, knowing whether an expert was right in the past 

requires not only knowing what they said in the past, but also some “independent” way of verifying 

whether what they said was true (i.e., one that doesn’t itself take the expert’s reliability for granted). 

For example, if an immunology expert now pronouncing on the efficacy of the COVID vaccine 

previously said that the H1N1 vaccine (released in 2009) was effective, then in order to count this as 

track record data in their favor, I must have some independent way (beyond the expert’s own 

testimony, and that of others like them) of knowing that the H1N1 vaccine was effective. But often I 

don’t have any independent way of verifying this. Again, for me to verify it in a way that was 

independent of expert testimony would often require me to assess the first-order evidence for myself, 

which is precisely what I’m not supposed to be doing when I’m required to defer.  

There are some occasions upon which we do have independent ways of verifying experts’ past 

performance and hence can at least in principle accumulate track record data. This is most obviously 

so when experts make straightforwardly verifiable predictions about future events, for example, when 

economists forecast whether inflation will increase over the next quarter (Tetlock 2017). Even in these 

cases, though, any kind of systematic track record data would require a lot of work to gather. 

Moreover, Huang (forthcoming) shows using a computational model that even with a God’s eye view 

on expert track records, deferring to experts based on these track records can under certain “plausible” 

conditions impede the accuracy of a group’s beliefs. This is both because the group may converge on 

favored experts too quickly before experts’ track records are lengthy (making these track records a less 
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good guide to future performance), and because this reduces cognitive diversity (i.e. the variety of 

different thinking styles) within the group of experts being consulted and thus loses the (group) 

epistemic benefits that such cognitive diversity brings. 

 

Third criterion: experts’ biases 

 

Laypeople often theorize about expert biases both on the left and right (for example, right-leaning 

laypeople often theorize that climate change scientists are biased in favor of left-wing conclusions, 

while left-leaning laypeople often theorize that economists are biased in favor of right-wing 

conclusions). However, again, it’s not clear that laypeople are in a good position to responsibly make 

such judgments: they typically don’t have insider access to the workings of scientific communities, let 

alone to the minds of individual scientists. There is ample empirical evidence of our unreliability in 

attributing biases to others, and indeed of our tendency to be biased ourselves in the way that we 

attribute bias (Ballantyne 2015; Stanovich 2021). As such, we should at least be cautious in trying to 

assess experts’ reliability via our perceptions of whether they are biased. 

 

Fourth criterion: meta-experts 

 

Finally, the advice to use meta-experts to figure out which experts to trust immediately raises the 

question of which meta-experts to trust. This threatens a regress, since we’d then need meta-meta-

experts to assess the meta-experts, and so on. Moreover, it’s likely that those who are suspicious of 

the experts in a certain field also distrust the meta-experts who proclaim them reliable. For example, 

those who consider the New York Times an unreliable source of information probably also considerthe 

fact-checking sites that rate the New York Times above Fox News to be unreliable (cf. Lynch 2020). So, 

there are also limitations to the usefulness of meta-experts in resolving debates about which experts 

to trust. 

 

Summing up our review of all four of Goldman’s criteria, it is questionable whether ordinary people 

are in a good position to make detailed judgments of putative experts’ competence. If expert 

competence is typically not something we’re able to assess very well, it may make less difference to 

the rationality of deferring to experts than one might first think.  

 

What then? It may be that we have to be guided more by testifiers’ status as experts than by detailed 

judgments of their reliability (cf. Anderson 2011). Laypeople do, in practice, rely on experts’ formal 

credentials (educational degrees, formal positions, symbols of status, etc) as a proxy for competence. 

For example, one study found that people were more trusting of medical information when it came 

from those with medical credentials compared to those without (Thon & Jucks, 2017). There are limits 

to this, since well-credentialed individuals can nevertheless appear very untrustworthy to lay people 

(Willemsen et al., 2012). For example, people trust medical experts less when they use more jargon 

words (Thon & Jucks, 2017), and people sometimes trust those who have lots of “practical” 

experience over those with more theoretical academic credentials (Pew, 2020).  



12 
 

However, status may often be the best proxy we have for competence. Perhaps we should have a 

default of treating those with the status of experts as worthy of deference until we have positive 

reasons not to—that is, until there are factors that “defeat” the presumptive reason to defer that expert 

status brings. Moreover, some of the very factors that make it hard to assess expert competence also 

make it harder for this presumptive reason to defer to status-experts to be defeated. For example, the 

fact that we’re so bad at making assessments of bias suggests that we should not be too quick to write 

off people with the status of experts on the basis that we think they’re biased. 

 

c) Ideological alignment 

 

An oft-repeated claim in contemporary discourse about polarization is that people will 

disproportionately trust or defer to those who share their political outlooks. In the main, this claim is 

borne out by the empirical literature. Research suggests that people rate experts who share their prior 

views as more trustworthy than experts with differing views (Barzilai et al., 2020), are more likely to 

defer to experts who they perceive share their moral values (Johnson et al., 2018, 2021), and view 

experts as more credible when the experts frame issues in a way that resonates with their worldview 

(Lachapelle et al., 2014). A largescale analysis of Twitter users found that pro- and anti-vaccine 

individuals both trusted (purported) experts to an equal degree, but placed their trust in different 

experts (Harris et al., 2023). Similarly, belief in anthropogenic climate change is better predicted by 

partisan identity than by scientific knowledge (Kahan et al., 2012; Pew Research Center, 2016).  

The power of ideology in driving deference was demonstrated in one study where participants were 

shown descriptions of Democratic or Republican welfare policies and were asked whether they agreed 

with them (Cohen, 2003). Crucially, the content of the policy was sometimes mismatched with the 

political label (e.g., a conservative policy labeled as “Democratic Policy”), but the participants tended 

to overlook the content of the policy and instead agree with whatever policy was labelled as being 

endorsed by their party. In general, liberals have more trust in institutions perceived as liberal-leaning, 

such as science, the media, and higher education, whereas conservatives have more trust in institutions 

perceived as conservative-leaning, such as law enforcement, businesses, and the military (Gallup, 

2022).  

Plausibly, these results are in part explained by the fact that people are inclined to trust or defer to 

those whom they perceive as having their best interests at heart, and people generally perceive their 

fellow ingroup members (where this includes those on their ideological “team”) as being more 

benevolent (Tack et al., 2013). But it is also in part because they are, predictably, perceived as being 

more reliable (Park et al., 2016). And it may also be partly for reasons unrelated to any truth-oriented 

goal. Popular theories in psychology propose that individuals are motivated to adopt beliefs not merely 

for the purpose of discovering truth but also for social identity purposes—to achieve a sense of 

belonging and status in one’s group (Van Bavel & Pereira, 2018).  

Turning to more normative issues, it is often assumed in popular writing that the tendency to defer 

disproportionately to “co-partisans”—that is, to those who share one’s ideology or values—is 

unprincipled or that it problematically contributes to polarization (Klein 2020, Stanovich 2021). 
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Partisan deference clearly occasions some social harms: for example, it may lead to the spread of 

misinformation within ideological communities as the truthfulness of a claim is superseded by other 

motivations to believe it (Van Bavel et al., 2024). However, some philosophers have argued that 

despite this, partisan deference can be rational from the individual perspective (Rini 2017, Levy 2022, 

Begby forthcoming).15 Such philosophers typically appeal to one or more of three closely related 

points. The first is that we typically do in fact trust those who share our ideological outlook more than 

those who don’t. The second is that at least from my point of view, those who share my ideological outlook 

are in fact more reliable about ideologically contested matters than those who are not. The third is 

that even if I shouldn’t think that those who share my ideology are more likely than my political 

opponents to have true beliefs, it is reasonable for me to take my co-partisans to be less likely than my 

political opponents to deliberately try to mislead me. Together these three factors are claimed to make 

it rational to defer disproportionately to co-partisans. 

Other philosophers, however, argue that it is irrational to defer on the basis of ideology (Worsnip 

2019, 2022; Woodard forthcoming). First, they claim that merely trusting someone or considering them 

reliable does not suffice to make it rational to defer to them, because our states of trust and 

considering-reliable are themselves open to rational assessment. Irrationally trusting someone or 

irrationally considering them more reliable than someone else cannot make it rational to defer to them; 

this, to use terminology developed by philosophers in another context, would be problematic 

“bootstrapping”. To bring this out, consider that if the reasoning provided by advocates of partisan 

deference were sound, then parallel reasoning would also suggest that if someone in fact trusts white 

people more than black people, or men more than women, they’re rational to defer to the former 

more than the latter, thus licensing “testimonial injustice” (Fricker 2007). 

Moreover, opponents of disproportionate deference to co-partisans offer some positive reasons to 

think that this practice is often irrational. As the literature on “irrelevant influences on belief” brings 

out (e.g. Cohen 2001; Vavova 2018), many of us know that our ideological commitments are shaped 

by arbitrary, contingent features of our upbringing and history. Had our upbringing and histories been 

different, we would plausibly have had different ideological commitments. This makes it hard to see 

why the fact that someone shares my ideological commitments, themselves a result of my contingent 

history, should be a marker of their reliability.16 It’s also questionable whether the fact that someone 

is on the same political “side” as me should mean that they are less likely to exploit or mislead me: 

politicians who seek their own electoral advantage can be incentivized to spread misinformation and 

 
15 Lepoutre (2021: ch. 6) argues for a more nuanced position: moderate partisanship in one’s deference practices can be 
individually rational, while highly disproportionate deference to co-partisans is “epistemically irrational at an individual 
level […but] fruitful at a broader, systemic level” (181) because of the way that dogmatism can stimulate discussion and 
the exchange of ideas. Our discussion here focuses on whether beliefs formed through disproportionate deference to co-
partisans are themselves rational, not on whether this practice has long-run, collective advantages, even ones that might 
be termed “epistemic” in a broad sense. We also won’t focus on non-epistemic advantages of deferring to co-partisans 
on individual occasions, such as the way it builds community or reduces the costliness of gathering information. 
16 There is some controversy about whether the realization that my belief is due to an irrelevant influence is in itself a 
reason to become less confident in it (see e.g., White 2010). However, the claim here is only that in light of the role that 
irrelevant influences play in determining our ideological commitments, it’s dubious that the fact that someone shares my 
ideological commitments is a marker of their reliability. It’s not clear that the considerations adduced against the former 
claim also challenge the latter. 
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whip up outrage among their own supporters. Whether this is as common as ideological opponents 

trying to mislead each other, however, is an empirical issue worthy of further study. 

We have seen that there is a great deal of evidence that ideological alignment affects the tendency to 

defer. However, an important caveat is that there are at least some cases in which the perception that 

an expert or institution has any political alignment—even one aligned with the would-be deferrer’s 

views—leads to distrust, compared with the perception that the expert or institution is politically 

neutral. Clark and colleagues (2023) found that liberals were less trusting of (and less willing to defer 

to) liberal-leaning institutions that seemed politicized (e.g., journalists) compared to those that seemed 

less politicized (e.g., physicists). Similarly, conservatives were less trusting of (and less willing to defer 

to) politicized conservative institutions (e.g., the Supreme Court) compared to less politicized 

institutions (e.g., firefighters). The effect of politicization also explains why people are generally more 

trusting of scientific experts than lobbyists, who seem to have an (even) greater political agenda (Konig 

& Jucks, 2019). 

People distrust institutions the most when they are politicized and ideologically incongruent with their 

own views – when the scientific journal Nature endorsed Joe Biden in 2020, Trump supporters lost 

trust in the journal and in science in general (Zhang, 2023). This suggests a dilemma for scientists as 

to whether to support pro-science political campaigns, given the empirical fact that this engenders 

distrust in the objectivity of science by outgroup members. 

d) Consensus and disagreement among experts 

 
Another potentially relevant variable in determining the prevalence and propriety of deference is the 

extent to which experts agree (i.e., have consensus) or disagree about a given issue. Many philosophers 

have expressed the view (e.g. Anderson 2011, Huemer 2005, Guerrero 2016) that it is only when we 

know there is consensus about some issue that we ought to defer. When there is significant expert 

disagreement, by contrast, they think that we should suspend judgment. Part of the case for this is 

simply that when there is significant expert disagreement, there is no single “expert opinion” to defer 

to. In order to defer to experts in any straightforward sense, one would need to decide which disagreeing 

experts to defer to.17 But as we’ve already seen in §§2b and 2c, there are reasons for skepticism about 

people’s capacity to identify which experts to defer to, and about the practice of deciding which experts 

to defer to on the basis of ideological alignment. If this is so, there may be no way to responsibly defer 

in cases of expert disagreement.  

Other philosophers (e.g. Goldman 2001; Brennan 2020) are more optimistic about our capacity to at 

least sometimes determine which experts are more likely to be reliable, and so deny the stringent view 

that deference can only be rational in cases of consensus. However, even if we take this more optimistic 

stance, disagreement among experts is plausibly at least some evidence of general expert unreliability. 

 
17 This is not to say that split expert opinion can’t call for changes in a lay person’s confidence in other ways. For 
example, one might start out very confident in something, discover that it’s subject to expert disagreement, and then 
become less confident in it. This isn’t deference to experts in the sense defined in this article, but it is clearly updating one’s 
confidence in light of the total state of expert opinion. Thanks to an anonymous referee here.  
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The reasoning behind this contention starts with the point that when experts straightforwardly 

disagree about matters of fact, they cannot all be right. So if, for example, 50% of experts believe that 

inflation will go up in the next quarter and 50% of experts believe it will go down, at least 50% of the 

experts must be wrong, and so the probability of getting a correct answer from a randomly sampled 

expert within the group cannot exceed 0.5. If the same phenomenon plays out repeatedly among these 

experts on other questions, this suggests that the average reliability of members of the expert group 

cannot be very high. So widespread expert disagreement is at least some evidence of the unreliability 

of the experts on average.  

Now, while it’s possible that this unreliability is very unevenly distributed—one group of experts in the 

field is consistently reliable while another group is consistently unreliable—we should also account 

for the possibility that none of the experts in the field are consistently reliable. This provides reason 

to be reticent about deferring to any of these experts. By contrast, when the experts agree, we don’t 

have the same evidence of unreliability, and hence don’t have the same reason to be reticent about 

deferring. Thus, although there are explanations of expert consensus other than the hypothesis that 

they are all converging on the truth (Miller 2013), it’s still true that all things equal, in conditions of 

expert consensus we have greater reason to think the experts are reliable and competent. 

So much for whether people ought to defer more when there is consensus and less when there is 

disagreement; do they? Empirical work does seem to suggest that laypeople are more likely to defer 

when there is expert consensus. Bartos et al. (2022) found that informing respondents of the medical 

consensus concerning the safety of the COVID-19 vaccine was associated with increased vaccine 

uptake. Bialek et al. (2023) report similar findings: informing participants of the expert consensus 

regarding the safety of the COVID vaccine is associated with a modest improvement in attitudes 

towards the vaccine.18 However, empirical work also suggests that laypeople do not always suspend 

judgment when experts disagree. Instead, they often attempt to “pick and choose” which experts to 

defer to—consonant with the findings we reviewed in §2c, often partly on the basis of which experts 

share their values (Johnson, Rodrigues & Tuckett 2021; cf. also Contessa 2022). 

 

e) Complexity of the topic 

 

In this subsection and the next, we turn to features of the topic being deferred about. One such feature 

worth attending to is a subject matter’s complexity. While plausibly any subject matter that is 

appropriately considered to have experts is complex to some degree, it’s also plausible that some topics 

are more complex than others. But just what is complexity? We propose the following tentative 

characterization. Topics are complex to the degree that they are comprised of complex questions. A 

question’s being complex means that (i) it requires a large amount of evidence to justifiably answer – 

 
18 Johnston & Ballard (2016) present some complications, though. They find that people were more likely to trust claims 
associated with a consensus of the general public than they were to trust claims associated with a consensus of 
economists. It is possible that this effect is domain-specific, e.g. that the degree to which people trust doctors differs 
from the degree to which they trust economists. 
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call this the amount of evidence – and (ii) the relevant evidence is highly difficult to reliably evaluate 

– call this the difficulty of the evidence. 

  

With a tentative characterization of complexity in hand, important empirical and normative questions 

concerning deference to experts arise. Empirically, are people more likely to defer to experts the more 

complex the subject matter? Normatively, is the rational pressure to defer to experts greater the more 

complex the subject matter? There has been little direct work on these questions. But we will try to 

draw some connections to existing literature that can perhaps help frame future work investigating 

the connections between complexity and deference. 

  

Beginning with the empirical question, it has been found that when reading texts and then making a 

decision based on those texts, people’s confidence in that decision was lower when the texts were 

complex (Scharrer et al., 2014). However, the complexity of a text is at best an indirect proxy for the 

complexity of the subject-matter under consideration, so this finding is only indirectly relevant to the 

topic at hand.  

 

There is also a vast empirical and conceptual literature in psychology on types of knowledge (e.g., de 

Jong & Ferguson-Hessler, 1996; McCarthy & McNamara, 2021). Prominent typologies of knowledge 

include differentiating declarative knowledge (i.e., knowledge of simple facts), procedural knowledge 

(i.e., knowledge of how to do something), and conceptual knowledge (i.e., complex knowledge of how 

a phenomenon works or manifests). Different types of knowledge may tend to have objects with 

different degrees of complexity. Plausibly, as a very rough and defeasible generalization, conceptual 

knowledge tends to have more complex topics as its object. If so, and if people defer more the more 

complex the subject-matter, we might expect people to defer more about conceptual knowledge than 

simpler declarative or procedural knowledge. However, we have found no existing research on 

whether this is so.  

 

Let’s now turn to the normative question. As with the empirical question about the relationship 

between complexity and probability of deference, we have found no existing work directly about the 

relationship between complexity and rational pressure to defer. However, it’s plausible that the more 

complex a domain of inquiry, the more rational pressure there is for a layperson to defer to experts. 

If the topic is more complex, then that means roughly that it requires more training, or experience, or 

background knowledge to understand. Training, experience, and background knowledge are precisely 

what laypeople tend to lack and experts tend to possess. For that reason, greater complexity of a topic 

may increase rational pressure to defer to the experts, as laypeople are less capable of working through 

the issues on their own.   
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f) Deference on empirical vs. normative issues 

So far, we have focused on the tendency and rationality of deference to experts on empirical issues, 

but we can raise these same questions regarding deference about normative issues.19 To a first 

approximation, normative issues concern notions like what one ought or has reason to do, what is 

morally right or wrong, what would be good or bad,20 and so on. This change in subject matter from 

the empirical to the normative brings with it a number of new considerations.  

  

People do often seem to defer about normative (and, in particular, moral) matters: for example, 

children defer to adults about right and wrong (Piaget, 1932/2013); and many people similarly defer 

to religious authorities such as priests and rabbis. One factor that might affect whether people are 

likely to defer about moral matters in particular is whether they perceive morality as objective. The 

evidence about ordinary people’s perceptions of the objectivity of morality is mixed. Some research 

suggests that morality is seen as being objective, notwithstanding the widespread disagreement about 

what the putatively objective moral facts are (Turiel et al., 1987; Shermer, 2016); while other research 

calls this into question (Sarkissian et al., 2011). One might speculate that the more objective people 

perceive morality to be, the more likely they are to defer about it as they might about other objective 

facts; though certain kinds of moral relativism—such as views on which moral truth is relative not to 

individuals but to whole cultures—might also be consistent with patterns of deference about moral 

questions. 

 

As we saw in §2c, people are more likely to defer to experts who share their moral views. Importantly, 

this seems to apply even with regard to non-moral topics. On one possible model, we begin with initial 

alignment on normative issues and then begin deferring on non-moral topic. We might term this a 

“normative cascade.” If someone thinks that Trump is correct in his morals, they might be more likely 

to defer to him about COVID treatment. Similarly, the fact that progressives tend to see science as a 

normative good and to trust the moral credentials of scientists might explain why they are more likely 

to defer to them and to think that they should take an active role in public policy debates (Pew 

Research Center, 2019).  

  

Let’s now turn to whether people ought to defer to experts about normative issues. This has been the 

subject of an extensive debate in the moral epistemology literature. This literature typically takes it for 

granted that we are required or at least permitted to defer to experts about empirical issues, and often 

claims an intuitive contrast in the moral case, where it is said that there is something strange or “off” 

about forming moral beliefs purely on the basis of testimony (Driver 2006, McGrath 2009, Hills 2009). 

For example, it’s thought that it would be strange for me to believe that abortion is wrong (or, indeed, 

permissible) merely because an “expert” tells me it is, without their explaining any of the reasons why 

 
19 To be clear, we were previously addressing whether people do defer about empirical issues (under various circumstances) 
as well as whether they ought to defer about empirical issues. Now we are looking to the questions of whether people do 
defer about normative issues as well as whether they ought to defer about normative issues. 
20 Some philosophers use ‘normative’ more narrowly so that questions about goodness or badness are evaluative rather 
than normative. We will stipulatively use it in the broader sense here. 
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it is wrong (or permissible). Importantly, what is said to be strange is deferring about “pure” moral 

matters, i.e. moral question that do not themselves crucially depend upon empirical facts (McGrath 

2009). It would not be strange for me to defer about an moral question that is “impure” in the sense 

that it does depend crucially on empirical facts, if what I’m really uncertain about (and seeking 

expertise on) is those empirical facts. For example, if a marine biologist and I share the same moral 

framework, I might defer to them on whether it is permissible to eat bivalves (such as oysters and 

mussels), if what I am really uncertain about (and seeking expertise on) is the empirical issue of 

whether bivalves feel pain. What would be (allegedly) odder would be if I knew all the empirical facts 

about whether bivalves feel pain or not, and then deferred to a distinctively moral expert about 

whether, given these facts, it is morally permissible to eat them.  

   

Philosophers have given different explanations of what is strange about moral deference. Some think 

that it is because there simply are no (pure) moral experts, either in principle (because morality is 

inherently supposed to be “accessible” to everyone) or in practice (because those who might initially 

seem to be “moral experts”, moral philosophers, disagree so extensively that they cannot be very 

reliable). Others argue that even though there might be moral experts, it is especially hard to identify 

who is a moral expert in a principled way (Nguyen 2020). Others offer other explanations of why it is 

problematic to defer about moral matters. For example, Hills (2009) argues that this is because moral 

beliefs formed on the basis of deference can’t achieve moral understanding, and that moral 

understanding is required for acting with moral worth. Still others argue that in fact, moral deference 

can be permissible or even required after all, and so deny a significant discrepancy between the 

empirical and normative cases on this score (Sliwa 2012, Enoch 2014, Wiland 2017).  

  

So far, we have focused on the tendency and rationality of deference when the topic is 

straightforwardly a normative one. We have thus relied on a distinction between deferring to experts 

about empirical matters and deferring to experts about normative matters. But, it is worth noting that 

the two may not be so cleanly separable. First, and most simply, experts about empirical matters do 

often give policy advice that turns (perhaps sometimes tacitly) not only on their empirical knowledge 

but also on normative judgments. Public health experts who study dangerous diseases also recommend 

that we should get vaccinated (CDC, 2023), and people who study inequality often chime in on 

economic policies; these recommendations reflect normative judgments about the proper goals of 

public policy and about the resolution of tradeoffs between different goods. 

  

Moreover, there is an important debate in the philosophy of science concerning whether the enterprise 

of arriving even at apparently purely empirical scientific conclusions is itself necessarily value-laden. 

Those who argue that it is (e.g. Longino 1983, 1990; Douglas 2000, 2008, 2009) thereby challenge 

what is called the value-free ideal, according to which scientists’ (non-epistemic) values should play no 

role in the justification of their conclusions. Douglas argues that science is value-laden on the grounds 

of what she calls inductive risk. Science, Douglas contends, requires drawing conclusions, and drawing 

a conclusion requires deciding what counts as sufficient evidence to do so. What counts as sufficient 

evidence to draw a conclusion depends at least partially on which result one takes to be worse in the 
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case at hand, a false positive or a false negative. And which is worse between a false positive and a 

false negative will depend at least partially on the scientists’ values.   

   

Douglas provides the following example. Suppose there is uncertain scientific evidence (as scientific 

evidence typically is) suggesting that the amount of some chemical deposited by a corporation into a 

nearby water supply can lead to an increased probability of cancer for those drinking the water. 

Whether the evidence counts as sufficient to draw the establish the relationship between the presence 

of the chemical and the increased probability of cancer depends at least in part on whether the 

scientists think (i) it is more important to reduce the risk of harming the health of the people drinking 

the water or (ii) it is more important to avoid overregulating business. (i) expresses a preference for 

false positives over false negatives. It’s better to treat the chemical as being associated with an 

increased probability of cancer, and thus reduce the risk of harm to health, even if that ends up being 

incorrect and leading to overregulation. (ii) expresses a preference for false negatives over false 

positives. It’s better to avoid overregulation, even if that leads to some harm to health.   

   

Douglas’ claims about the value-ladenness of science are not uncontroversial. Betz (2013) responds 

to Douglas’ challenge to the value-free ideal by arguing that scientists can avoid importing value 

judgments if they make the uncertainties in the relevant evidence explicit when they present their 

findings, rather than making an all-or-nothing judgment on the basis of their values. Menon and 

Stegenga (2023) argue that even if value-free science is impossible to achieve, it is worth pursuing as 

an ideal. Moving beyond those who think that the value-free ideal is correct and attainable (or 

unattainable but a worthy ideal), there are those who accept Douglas’ critique but assess more 

specifically what kinds of non-epistemic values can appropriately play a role in scientific inquiry. 

Intemann (2015), for instance, suggests that while non-epistemic values can appropriately play a role 

in scientific inquiry, those values should “promote democratically endorsed epistemological and social 

aims of research” (217).  

 

Adjudicating the debate over the value-free ideal is beyond our scope. We bring it up to note that what 

comes out of that debate can potentially complicate any picture according to which laypeople ought 

to defer only with respect to empirical, but not normative matters. If scientific conclusions are often 

unavoidably influenced by scientists’ values, then it may be that deference on empirical matters will 

involve deferring, in some sense, about the scientists’ value judgments as well. We think this is an 

important line of future research concerning the rationality of expert deference.  

 

3. The dark side of deference to experts 

 
As we said at the outset, a popular narrative is that many people defer to experts too little. Our survey 

of the literature so far has considered the extent to which this is so by considering how different 

variables and how they affect the propriety and prevalence of deference to experts. On balance, the 

evidence does seem to suggest that people’s practices fall short of the ideal in various ways. For 

example, we’ve seen that people are actually less likely to defer as they are less competent (when 

plausibly they ought to defer more when this is so); that people will decide not to defer to experts based 
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on negative evaluations of expert competence that they’re arguably not in a good position to make; 

and that people are at least arguably unduly influenced by ideological alignment in their deference 

decisions. However, we also wish to sound some general notes of caution about the dangers of blanket 

deference to experts (and thereby of propounding simplistic norms that uncritically encourage this). 

We will explore four such dangers here. 

 
a) Unwitting deference on value-questions 

 

The first respect in which deference to experts might be dangerous follows on from the issues that 

we have just been discussing in §2f about moral deference and values. Even if there are moral (or, 

more broadly, normative) experts, they generally won’t be scientists, even scientists with expertise on 

related empirical questions. For example, a climate scientist does not have any special expertise on the 

moral question of what our obligations to future generations are (cf. Broome 2012). An economic 

expert on what policies maximize GDP does not have special expertise on the moral/political question 

of whether GDP (as opposed to, say, income equality) is what ought to be maximized (cf. Barnes 

forthcoming). And an epidemiologist expert on how the COVID-19 virus spreads does not have 

special expertise on the question of how the risk of contracting the virus is to be balanced against the 

mental health risks of having very little social contact with others, or the risks of disruption to a child’s 

education. While these scientists may of course have opinions about these normative issues, and 

legitimately so, there is no particular reason why we should defer to them about them. Moreover, when 

they present themselves as having special expertise about normative issues, they may be engaging in the 

aforementioned practice of “epistemic trespassing” (§1b). 

  

Yet, particularly because (as we’ve noted) empirical and normative issues are so often difficult 

(arguably impossible) to disentangle, scientists’ testimony, especially in the context of giving advice or 

making policy recommendations, will typically incorporate both empirical and normative elements. 

For example, consider an an epidemiologist who makes recommendations about what kind of 

lockdown policies should be implemented. In part, these recommendations are based on empirical 

judgments about what will contain the spread of COVID-19. But they are also (whether tacitly or 

explicitly) based on normative judgments. For while we may all agree that containing the spread of 

COVID-19 is important, there are difficult normative questions about how to weigh this goal against 

other important goals that it may trade off against (e.g., the mental health and educational costs of 

lockdowns). If the epidemiologist makes not just the judgment that a particular lockdown policy would 

help contain the spread of COVID-19 but the further judgment that this policy overall ought to be 

implemented, then they unavoidably presuppose some normative judgment about how these tradeoffs 

should be made. 

 

Furthermore, it may not be transparent to everyone that these experts are making such normative 

judgments, still less what those normative judgments are. This means that when people defer to these 

experts about overall advice or recommendations, they may unwittingly defer to them not just about 
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empirical but about normative matters, despite the fact that such experts have no special expertise 

with respect to the latter.21  

  

Some public narratives that encourage us to “follow the science” or “listen to the science” may 

encourage this unwitting deference to scientists about normative issues. Such narratives may 

misleadingly imply that science has normative policy consequences in a straightforward way, and fail 

to highlight the ways in which different values will yield different policy recommendations even 

holding the science fixed. Our public discourse about expertise often fails to distinguish empirical and 

normative questions, with people in effect being encouraged to defer to scientists about both kinds of 

issues (or, by others, about neither). If what we’re suggesting is right, a better approach would be to 

defer to scientists about empirical but not about normative issues. Yet, again, because the two are 

often closely entangled in scientists’ testimony—and are perhaps not even fully separable in 

principle—this is tough to do. This is a problem for deferring to scientific experts to the appropriate 

degree and in appropriate ways. 

 

b) Confirmation bias 

 
Confirmation bias refers to the tendency to more readily accept information that supports our pre-

existing beliefs compared to information that contradicts it (Mynatt et al., 1977). This poses some 

problems for deference (and propounding norms encouraging it), especially because, as we saw in §3c, 

people tend to trust ideologically aligned experts. Our tendency toward confirmation bias raises the 

danger that when we try to follow the advice to “defer to the experts,” we do so very selectively 

(Contessa 2022).22 People may defer in an asymmetric way, increasing their confidence in beliefs when 

expert testimony confirms them, but failing to decrease confidence in their beliefs when expert 

testimony contradicts them. 

Some of the most interesting work on the connection between morality and empirical facts concerns 

the “consequentialist crutch”—the idea that people will arrive at empirical beliefs that support their 

deontic convictions. For example, if you think that sex education (as currently practiced) is immoral, 

you will be motivated to conclude that it also does not reduce teen pregnancies (Ditto & Liu, 2012; 

cf. also Kahan & Braman, 2006). This suggests a sort of dual normative-empirical confirmation bias: 

we begin with strong moral intuitions about what is right, which leads us to seek out empirical evidence 

to confirm our moral convictions. Again, attempting to follow the advice to defer to experts can 

simply fuel these tendencies, when we seek out experts who provide evidence that confirms our 

existing beliefs. 

c) Runaway echo chambers 

 

 
21 Arguably, public health experts might come closer to having both the requisite empirical and normative expertise. But 
as we saw in §2f, it’s controversial whether there really are normative experts at all, and even if there are, it’s an open 
question whether public health experts should be considered to be (reliable) experts about normative matters. 
22 Or, on a reliability conception of expertise (§1b), perhaps not at all. 
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Roughly speaking, an echo chamber is a structure in which a group’s beliefs are continually reinforced 

while alternative perspectives and information are excluded or discredited (Nguyen, 2018). Echo 

chambers may not always lead us to false conclusions, if the sources we are exposed to within them 

are reliable. However, the nature of an echo chamber makes it hard to be rationally sure that these 

sources are reliable, precisely because competing perspectives are excluded or discredited (Sheeks 

2023). Thus, even when one is lucky enough to form true beliefs in an echo chamber, these beliefs 

may not be rationally held (Sheeks 2023; Ranalli & Malcolm, 2023). 

Once again, deference to experts within an echo chamber can be problematic. Echo chambers can 

produce incomplete or misleading perceptions of expert consensus, or lead us to defer to incompetent 

experts. This can lead to what Nguyen (2020) terms “runaway echo-chambers”: when we start with 

false beliefs, we defer to incompetent experts who share those false beliefs, which reinforces our 

beliefs and also leads us to place greater faith in those (supposed) experts.  

 

d) Anti-democratic attitudes 

 

Finally, absolute, uncritical deference—of the sort arguably prescribed by the preemption view—has 

been thought by some to conflict with democratic values (Hazlett 2016; van Wietmarschen 2019). 

When our beliefs are effectively controlled by a relatively small group of experts, and our political 

behavior is influenced accordingly, we may seem to approach a kind of “epistocracy” or rule by experts 

(cf. Brennan 2016) rather than a society where citizens exercise their own autonomy and develop their 

democratic capacities in so doing. This might be particularly problematic when experts are 

demographically unrepresentative or don’t share ordinary citizens’ values. This problem interacts with 

the problem already surveyed in §3a—when scientists’ judgments themselves encode value judgments 

and not merely empirical facts, giving them effective control over policy matters allows their value 

judgments, rather than those of ordinary citizens, to rule the day (cf. Harvard et al. 2021). 

It is controversial both whether a society characterized by uncritical deference to experts really 

constitutes an epistocracy, and whether epistocracy is a bad thing. Interestingly, however, there is 

some empirical evidence that deferential attitudes to scientists are correlated with anti-democratic 

views about science policy—for example, the view that scientists should make policy decisions without 

consulting the public (Howell et al. 2020). While this is not fully dispositive, it is some evidence that 

the idea that there is a connection between (extreme forms of) deference and anti-democratic values 

is onto something. 

 

4. Conclusion: directions for future research 

 
Having surveyed existing normative and empirical work on a number of variables that might affect 

the prevalence and propriety of deferring to experts, we are now in a position to summarize some of 

the gaps in the existing literature that it would be good for future work to address.  
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First, as we pointed out in §1a, a great deal of the relevant existing work, especially empirical social 

scientific work, is not quite directly targeted at measuring willingness to defer in the sense that we have 

identified here, often instead mere agreement with experts.23 This is true of much of the work that we 

summarized in §2, and in some cases we had to extrapolate likely implications for deference in 

particular. So, our first plea is for more empirical work that directly measures people’s willingness to 

defer to experts—that is, to form the belief that the expert espouses because one affords the expert’s 

testimony considerable weight. 

 

Second, while there is a decent amount of normative and empirical work on the influence of the first 

three variables we surveyed in §2—laypeople’s competence and capacities; expert competence; and 

ideological alignment; and, to a perhaps slighlty lesser extent, the fourth—consensus and disagreement 

among experts—we believe there is an especially strong need for significantly more work on the last 

two—complexity of the topic, and whether the issue is empirical or normative. As we noted in §2e, 

complexity is a variable that has received relatively little attention (in relation to deference to experts) 

on either the normative or the empirical side, and that warrants further investigation. And while there 

has been a lot of normative, philosophical work on potential asymmetries between deference about 

empirical and normative issues, we have found relatively little empirical work on whether people defer 

to experts less (or more!) on normative issues than on empirical ones. Given that we have stressed the 

dangers involved in unwittingly deferring to experts on normative matters about which they lack 

special expertise (§3a), we think that this work is particularly pressing. It could turn out that this is one 

dimension along which, contrary to the popular narrative, some people defer to experts more than is 

warranted.  

 

Third, there is a variable that has received so little attention in the existing literature on deference that 

we did not even include it in our review, namely the layperson’s level of interest in the topic concerned. 

This is importantly different from competence, since interest in a topic is no guarantee of competence 

regarding it. Our speculative hypothesis is that people tend to be less willing to defer about the issues 

that they are most interested in—that these are the issues about which they are motivated to “do their 

own research.”  

 

Yet we are skeptical that this is rational. As we noted in the Introduction, doing one’s own research is 

in general a dangerous strategy when one lacks the competence to execute it effectively. Moreover, it 

is at its most dangerous when the stakes are high; that is, when the issue is one of great importance. 

Thus, to the extent that interest in an issue tracks its importance (at least to the interested party and 

those they care about), the normative case for deference (as opposed to doing one’s own research) 

becomes stronger as interest increases, not weaker. We thus speculate that this may be a further respect 

in which the reality of people’s deference practices diverges from the normative ideal. But further 

work on both the normative and empirical side of the issue is needed to see whether this speculation 

is correct. 

 
23 Work on trust in experts is closer to getting at deference, but as we pointed out in §1a, trust and deference are at least 
minimally distinct, and it is possible that they come apart in more radical ways. 
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Fourth, there are also interesting connections, worth investigating further, between the topic of 

deference to experts and deference to artificial intelligence. For instance, there has been much 

discussion about the importance of transparency and explainability of AI reasoning (Middlestadt et al. 

2016, Zerilli et al. 2018). A central worry with artificial intelligence is that due to its nature as a ‘black 

box,’ we often cannot trace or understand its reasoning. And that raises concerns. If we don’t 

understand how AI is reaching its conclusions, should we really be using those conclusions in our own 

reasoning and decision-making? Recently, there has been work comparing the problem of 

transparency as it pertains to AI to an analogous problem with expert reasoning. The worry is that we 

cannot track an AI’s reasoning – but much the same can be said for the reasoning of experts in highly 

specialized fields (Ross 2022). Further exploration of what deference to experts and deference to AI 

have in common will hopefully help us better understand the rationality and of both.  

  

Our review has explored when people in fact defer, when they should defer, and when the two come 

apart. One final and immensely important area for future research is to try to close the gap – to help 

us understand how we can successfully encourage deferring to experts when (and only when) it is 

rational to do so. Some of the work we have cited has gestured in this direction. Bartos et al. (2022), 

for instance, suggests that clearly communicating to people that there is expert consensus about an issue 

can promote deference. Clark et al. (2023) and Zhang (2023) suggest that taking explicit political 

stances can cause people to lose trust in experts. These studies thus offer some guidance on what not 

to do. But undoubtedly more research is needed to determine how we can further close the gap 

between when we should defer and when we do defer.  
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